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We implemented two versons of Naive Bayesian classfiers, one for binary inputs and
one for continuous inputs. Both make independence assumptions between the input
variables/features. The binary version uses frequency counts to estimate probabilities.
The continuous version assumes a Gaussian distribution of the samplesin each class.

Naive Bayesfor binary inputs
We treat here the two-class case with binary 0/1 inputs and 1 target values.

Bayes classfiersfollow therule: dassify pattern x in dass 1 if
P(target=1 | x) > P(target=-1 | x) (@)
and in the other class otherwise.

According to Bayes rule

P(target=t | X) = P(x | target=t) P(target=t) / P(x)

with t=£1.

Because P(x) does not affect the result, (1) isaso equivaent to classifying pettern x in
class1if

P(x | target=1) P(target=1) > P(x | target=-1) P(target=-1) 2
and in the other class otherwise.

The independence assumptions alow usto write:
P(x | target=t) = P j P(x; | target=t) (3)

Each factor can be estimated from the training data as frequency counts:

P(x =1 | target=1) @f11;= fraction of timesfeaturei is 1 in training ex. from dlass 1.
P(x =0 | target=1) @fosi=fraction of timesfegturei isO in training ex. from cass 1.
P(x; =1 | target=-1) @¥1p=fraction of timesfesturei is 1 in training ex. from class 2.
P(x =0 | target=-1) @fozi=fraction of timesfeaturei isOin training ex. from class 2.

By taking thelog of (2) and using (3) we can create alinear discriminant function:

Classfy pattern X indass 1 if

F(x)>0

and in the other class otherwise.

F()= Silog [P(x | target=1) / P(x | terget=-1)] + b 4
with b= log P(target=1) - logP(target=-1).

log P(target=1) @¥; =fraction of positive examplesin the training data.

log P(target=-1) @¥, =fraction of negetive examplesin the training data.

We need to switch values depending on whether the actud feature observedisO or 1,
therefore (4) becomes:.



F(x)= Si (x log [P(x =1lterget=1) / P(x =1jtarget=-1)] +
(1- %) log [P(x =Oftarget=1) / P(x; =0 target=-1)] )+ b
or smply:

F)= Si (x log (fuifiz) + (1- % ) log (fouiffoz) )+ log(fy/ f2)

Thus,

Fo)= Sjwi x + B
where
w; =log (f11i/f12i) - log (foriffo2i)

B =S log (fowi/foz) + log(f1/ f2).

Notes:

- By playing on the class priors P(target=1) and P(target=-1), one varies the
tradeoff precison recal by changing the bias.

- Themethod can dso be used for feature ranking (using the absolute values of w
as ranking criterion.

- The method can be trividly extended to the multi-class case and the categorical
variable case. For the continuous case, one can consder extending it with T,
Hastie' strick.

- Thefreguency estimations can makeuse of aprior. If fi =n / n, wereplace the
frequency f; by f’ = (nf; + mean(f) ) / (n + 1). Therefore, even if we have very
few observations of postive features, we never get fi = 0.

Gaussian classifier

We implemented a Naive Bayes classfier for continuous that makes the assumption thet
the class conditiona probabilities are Gaussan digtributed. With the festure
independence assumption, one gets the dengity:

P(x|classl) = C P exp-0.5 (x; —my)%/s 2

where C isa condant that is the same for dl classes, my; isthe mean vadue of featurei for
the examples of class 1, and isthe " pooled” within class sandard deviation of featurei

(essentidly the stdev of examples of class 1 averaged with the stdev of examples of class
2). We have asmilar expresson for class 2.

A good discriminant function F(x) should be postiveif x ismorelikely to belong to class
1 and negative otherwise, thet isif:

P(classl | x) > P(class2 | x)

or, after gpplying Bayesrule:

P(x | classl) P(classl) / P(x) > P(x | class2) P(class2) / P(x)

or equivaently:

log P(x | classl) —log P(x | class2) + log P(classl) - log P(class2) > 0

Thisleads us to choose the following discriminant function:



F(x)=log P(x | classl) —log P(x | class2) + log P(classl) - log P(clas2)

Using (1), we obtain:
F()=-05S; (X —my)%/si2 +0.5 S; (X —i)%/Si? + log P(classl)/P(class2)

This can be rewritten as alinear discriminant function:

F(x)= Si W, Xi+b
with

Wi = 0.5 (my —)/si? 1)
b= S 05 (My? —-my?) /S:? + log P(dlassl)/P(class2)

Mean and standard deviation are estimated in a standard way using training data.

P(classl) and P(class?) are the class priors that can be estimated by frequency counts m/n
and ny/n, where ny and np are the number of examplesin class 1 and 2 and nisthetotd
number of examples.

For feature sdlection, the ranking is done with the absolute vaue of the weights.
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