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Database Characteristics

•    Hundreds of Thousands of Records

•    Missing Data

•    Erroneous Data Entries



Forecasting Challenges

• Categorical Attributes and/or Outcomes

• Non-Monotonic Relationships between 
Attributes and the Outcome

• Skewed or Bimodal Numerical Distributions

• Non-Additive Attribute Influence on Outcomes

• Multiple Attribute Combinations that Produce 
Desirable Outcomes 
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Advantages of RBP

• Rational Treatment of Missing Data
• Numerical Distribution Is Not Relevant
• Monotonic Relationship Not Required
• Okay with Multiple “Flavors” of a Good Outcome
• Non-Additive Relationships Are Not a Problem
• Large Data Sets Are an Advantage
• Computational Time Is Reasonable
• Methodological Transparency



Problems With RBP

• A Greedy, Myopic Algorithm

• Overfits the Training Sample

• Overshadowing of Useful Attributes



Attacking the Problems

• Look-Ahead Search

• Minimum Record Count for Leaf Node

• Minimum Split Score for Leaf Node

• Random Perturbation of Attribute 
Availability at Each Node

• Random Perturbation of Record 
Availability at Each Node



Ensemble RBP

• Split Rule

• Terminal Nodes

• Leaf Node Values

• Missing Values

• Ensemble of Decision Trees

• Parameter Tuning



KDD Cup: Preprocessing

• Removed Attributes with a Constant Value

• No Normalization

• Retained Missing Values

• No Limit on Range of Numerical Attributes

• Retained Duplicate Attributes

• No Generation of Additional Features

• No Modification of Categoric Attributes



KDD Cup:  Attribute Selection

• Preliminary Ensemble Construction for 
Selection of Attributes

• Preliminary Traditional RBP for Selection 
of Attributes



KDD Cup:  Model Building

• Ensemble RBP methodology using Random 
Attribute Omission at Each Node

• 40,000 Record Construction Set

• 10,000 Record Test Set

• 5-Fold Cross Validation to Select 
Parameters

• Final Models Built on 50,000 records



Observations

• 15,000 Attributes and 50,000 records

• Binary rather than Numeric Outcomes

• Categoric Attributes without Identifying 
Information


