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Method:

No preprocessing was done.

Feature selection method contains 2 steps  For unbalanced datasets all classifiers (RF, GBT) use stratified sampling to compensate, i.e. for each tree  in ensemble 60% samples of rare class and same quantity of frequent class are selected as input.
1. Feature selection using ensemble classifiers (ACE FS). Contrast variables that are permutation of original features are added. Importance of each variable in RF ensemble is compared versus importance of probes using t-test over several ensembles. Variables that are more important in statistical sense then most of probes are selected as important. Variables are ordered according to sum of Gini index reduction in tree splits.

2. Variable masking it estimated on important variables with GBT ensemble using surrogate splits (if more important variable has surrogate on less important one, the second variable is masked by the first). Again, statistically significant masking pairs are selected, then subset of mutually non-masked variables with high importance is selected

3. Effect of found variables is removed using RF ensemble.

Steps 1-3 are repeated until no more important variables remain.

Variables are sorted by cumulative variable importance (computed as usual for ensemble of trees, i. e importance of feature is sum of split weights on this feature) in ensembles constructed on step 3. Then top 1, 2, 4,… and so on variables are used to build GBT model. For more than 100 features we used embedded feature selection in GBT that reduces the running time. The idea is that with redundant feature elimination probes will be recognized as redundant, and will have zero or very small importance.

The following parameters of GBT were selected empirically for all datasets :

800 iterations, tree depth = 8, shrinkage = 0.01
For FS, #of trees in series = 50, #series = 20, importance and masking quantile = 0.75, tree depth = 6.
Results: The reader should also know from reading the fact sheet what the strength of the method is. To that end, we will provide a comparison table in the following format:

Table 1: Result table. The two stars next to the feature number indicate that the submission included a sorted list of features and multiple results for nested subsets of features. Top Ts refers to the best score among all valid last entries made by participants. Max Ts refers to the best score reachable, as estimated by reference entries using the knowledge of true causal relationships not available to participants.
	Dataset
	Entry
	Method
	Fnum
	Fscore
	Tscore (Ts)
	Top Ts
	 Max Ts
	<Tscore>
	Rank

	REGED0
	171
	ACE+GBT
	512/999 **
	0.6969
	0.9996±0.0009
	0.9998
	1
	 
	 

	REGED1
	171
	ACE+GBT
	512/999 **
	0.6838
	0.9095±0.0038
	0.9888
	0.998
	0.8331
	8

	REGED2
	171
	ACE+GBT
	8/999 **
	0.9107
	0.5902±0.0059
	0.86
	0.9534
	 
	 

	SIDO0
	171
	ACE+GBT
	256/4932 **
	0.4653
	0.9337±0.0076
	0.9443
	0.9467
	 
	 

	SIDO1
	171
	ACE+GBT
	2048/4932 **
	0.468
	0.6908±0.0136
	0.7532
	0.7893
	0.7333
	8

	SIDO2
	171
	ACE+GBT
	4932/4932 **
	0.468
	0.5756±0.0130
	0.6684
	0.7674
	 
	 

	CINA0
	171
	ACE+GBT
	64/132 **
	0.6312
	0.9755±0.0029
	0.9765
	0.9788
	 
	 

	CINA1
	171
	ACE+GBT
	64/132 **
	0.6085
	0.8236±0.0048
	0.8691
	0.8977
	0.8328
	5

	CINA2
	171
	ACE+GBT
	64/132 **
	0.6085
	0.6993±0.0043
	0.8157
	0.891
	 
	 

	MARTI0
	171
	ACE+GBT
	512/1024 **
	0.4841
	0.8872±0.0050
	0.9996
	0.9996
	 
	 

	MARTI1
	171
	ACE+GBT
	32/1024 **
	0.5188
	0.7005±0.0061
	0.947
	0.9542
	0.7638
	7

	MARTI2
	171
	ACE+GBT
	128/1024 **
	0.5998
	0.7036±0.0063
	0.7975
	0.8273
	 
	 


The table will be filled out after the challenge is over by the organizers. Comment about the following:

quantitative advantages 


Method is fast (~a minute for one FS iteration on largest dataset)

Time complexity is proportional to (Fsel+Fimpvar)*N*logN*Ntrees*Nensembles*Niter + Niter*Fimpvar^2,

Niter - #of iteration of ACE FS algorithm always < 10, usually 3-4

Nensembles = 20 (number of ensembles for t-test)

Ntrees = 50 (number of trees in RF or ensemble)

N - number of samples,

Fsel = number of selected important variabless per tree split (sqrt(total number features) or less)

Fimvar – total number of selected important variable. 

Works with any variable types, mixed values, requires no preprocessing.

- qualitative advantages .

Requires no investigation of causal structure. 
It is not a push-button application. ACE is a part of internally developed at Intel machine learning toolset called IDEAL not available for external usage.

Keywords: 
- 
Preprocessing or feature construction: no.

· Causal discovery: indirect trough redundant feature elimination strategy in ACE method. Probes should be more likely to be redundant and go at the end of the feature sorted list..

· Feature selection: embedded feature selection using tree ensembles.

· Classifier: RF, GBT (tree ensembles)

· Hyper-parameter selection: used defaults that work well on most data sets.
· Other: ensemble method.

