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A paper describing the experiments in more detail is in preparation..

Method:

Preprocessing:  All continuous features are standardized to have zero mean and unit variance.  For MARTI, the correlated noise was reduced by fitting a multi-output kernel ridge regression model, with a Gaussian RBF kernel, to the training that predicts the data as a function of the x and y co-ordinates.  No special use was made of the calibration points, so the method was probably sub-optimal.


Causal discovery: The CausalExplorer package was used to detect feature sets representing the Markov blanket, direct causes + effects and direct causes only.  This made use of the HITON_MB, PC and MMHC algorithms.

Feature selection:  Sparse logistic regression with Bayesian regularization using a Laplace prior (BLogReg) was used for non-causal feature selection for comparison purposes.  Models using the full feature set were also used to determine if regularization alone were sufficient.  Also for the final submission using the multi-column format, some predictions are made by models using the feature weightings from other ridge regression models, so there is also a crude form of RFE used in some cases.

Classification: Ridge regression was used for MARTI, REGED and SIDO, in cases where there were more features than patterns, kernel ridge regression with a linear kernel was used for computational efficiency.  For CINA, the BLogReg algorithm was used as this seemed to produce better results under cross-validation.

Model selection/hyper-parameter tuning: Virtual leave-one-out cross-validation using Allen’s PRESS statistic was used for hyper-parameter selection throughout.

Performance evaluation:  The model skill for the un-manipulated datasets was performed via 100-fold repeated hold out experiments.  The predictions submitted for the challenge represent the mean of the resulting ensemble of 100 models.  The number features used by individual models is generally much smaller than that reported on the challenge website as not all features are used by all 100 models. 

Results: The reader should also know from reading the fact sheet what the strength of the method is. To that end, we will provide a comparison table in the following format:

Table 1: Result table. The two stars next to the feature number indicate that the submission included a sorted list of features and multiple results for nested subsets of features. Top Ts refers to the best score among all valid last entries made by participants. Max Ts refers to the best score reachable, as estimated by reference entries using the knowledge of true causal relationships not available to participants.
	Dataset
	Entry
	Method
	Fnum
	Fscore
	Tscore (Ts)
	Top Ts
	 Max Ts
	<Tscore>
	Rank

	REGED0
	1373
	final models
	128/999 **
	0.941
	0.9997±0.0012
	0.9998
	1
	 
	 

	REGED1
	1373
	final models
	32/999 **
	0.8393
	0.9787±0.0036
	0.9888
	0.998
	0.9276
	2

	REGED2
	1373
	final models
	8/999 **
	0.9985
	0.8045±0.0056
	0.86
	0.9534
	 
	 

	SIDO0
	1373
	final models
	4928/4932 **
	0.589
	0.9427±0.0070
	0.9443
	0.9467
	 
	 

	SIDO1
	1373
	final models
	4928/4932 **
	0.5314
	0.7532±0.0137
	0.7532
	0.7893
	0.7881
	1

	SIDO2
	1373
	final models
	4928/4932 **
	0.5314
	0.6684±0.0130
	0.6684
	0.7674
	 
	 

	CINA0
	1373
	final models
	128/132 **
	0.5166
	0.9743±0.0031
	0.9765
	0.9788
	 
	 

	CINA1
	1373
	final models
	128/132 **
	0.586
	0.8691±0.0046
	0.8691
	0.8977
	0.8488
	3

	CINA2
	1373
	final models
	64/132 **
	0.586
	0.7031±0.0047
	0.8157
	0.891
	 
	 

	MARTI0
	1373
	final models
	128/1024 **
	0.8697
	0.9996±0.0012
	0.9996
	0.9996
	 
	 

	MARTI1
	1373
	final models
	32/1024 **
	0.8064
	0.9470±0.0039
	0.947
	0.9542
	0.9147
	1

	MARTI2
	1373
	final models
	64/1024 **
	0.9956
	0.7975±0.0059
	0.7975
	0.8273
	 
	 


Comment about the following:

· quantitative advantages (e.g. compact feature subset, simplicity, computational advantages) 

· qualitative advantages (e.g. compute posterior probabilities, theoretically motivated, has some elements of novelty).

Much of the MATLAB code used is available from my website, BLogReg is available from http://theoval.cmp.uea.ac.uk/cbl/blogreg/ and the KRR model is implemented in the GKM toolbox, http://theoval.cmp.uea.ac.uk/~gcc/projects/gkm/.  Scripts were written to perform the repeated hold-out validation etc and to distribute the work across the parallel HPC facility.  

Keywords: Put at least one keyword in each category. Try some of the following keywords and add your own:

· Preprocessing or feature construction: standardization, regression.

· Causal discovery: Bayesian Network, Information Theoretic Method.
· Feature selection: Embedded feature selection, feature ranking,RFE.

· Classifier: kernel-method, least-square, ridge regression, L1 norm regularization, L2 norm regularization, logistic regression, ensemble method.
· Hyper-parameter selection: cross-validation.

· Other: ensemble method.

