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Method:

We propose an energy-based (random-field like) model for the selection of predictive features. The user specifies k, the size of the subset of features they want to obtain. Then a random-field with k nodes is defined; each node representing a feature. Each of the k features depends on the other k-1 features and on the target variable Y.  In Figure 1 the graphical model of the proposed approach is shown for a value of k=6. 
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Fig. 1. Graphical model of the proposed EBM for a value of k = 6.
An energy value is assigned to each combination of k-features, according an energy function.  This function assigns low values to good configurations of features taking into account the following information:

1. The rank position of each individual feature though the ranking lists returned by eight ranking-based feature selection methods (those in the CLOP package [2]). Different ranking lists are merged considering the position of features along the lists. 
2. The predictive power of each individual feature, measured by the CV- balanced error rate obtained by an arbitrary classifier using a single feature for predicting Y. 

3. The combined predictive power of the k-features, measured as above using the k-features for predicting Y. 

4. Global Markov blanket (MB) information: those features appearing in the MB are weighted higher. The global MB is calculated using all the features in the training data with the Causal Explorer [1]. 
5. Local MB information: those features appearing in the local MB receive an extra weight. The local MB is calculated using only the k-features in the training data with the Causal Explorer [1]. 
The feature selection problem reduces to find the configuration of k-features that minimizes the energy function. This configuration will be that offering the best tradeoff among the considered information (1-5) . A simple iterative procedure called iterative conditioned modes (ICM) is used for minimization of the energy function. For those entries containing PSMS in their name we applied particle swarm model selection at the end of the feature selection process. This method is used for searching for the best classifier and hyperparameters for each subset of features k. Therefore, different classifiers were considered for different subset sizes.
I tried several combinations of the sources of information we considered (1-5).  The key elements of the proposed approach were the rank of individual features according several feature selection methods (1) and the predictive power of individual features (2).  There is not a significant difference (neither positive nor negative) of using only (1-2)  or including causal information (1-5).  This result is interesting because by simply combining the ranked lists of features from different methods and taking into account the individual predictive power of features we can obtain competitive results. For SIDO the PC_HITON algorithm could not be applied because it was running too slow. For CINA this algorithm was not able to infer the MB. 

· Preprocessing 


· No preprocessing was applied to data.
· Causal discovery

· For some experiments I used the PC_HITON implementation ([1]) from the Causal Explorer for obtaining the Markov Blanket of the target variable.
· Feature selection 
· I used the following feature selection methods from the Challenge Learning Object Package (CLOP) (See [2] for a description of these methods):
· s2n,gs,relief, svcrfe, aucfs, f-test, t-test, Pearson
· Classification 
· Kernel ridge regression and Naïve Bayes (CLOP implementations) were considered for classification. The latter method was used (extensively) during the optimization process and the former for computing initial and final predictions. 

· Model selection/hyperparameter selection
· For most of the entries, default parameters were considered for the methods above described. 
· For a few runs it was used PSMS (a population-based search strategy for model selection) for the selection of a classifier at the end of the feature selection process.

Results: 
Table 1: Result table. The two stars next to the feature number indicate that the submission included a sorted list of features and multiple results for nested subsets of features. Top Ts refers to the best score among all valid last entries made by participants. Max Ts refers to the best score reachable, as estimated by reference entries using the knowledge of true causal relationships not available to participants.
	Dataset
	Entry
	Method
	Fnum
	Fscore
	Tscore (Ts)
	Top Ts
	 Max Ts
	<Tscore>
	Rank

	REGED0
	1485
	DRF-LM-PSMS Final Run 2
	32/999 **
	0.8778
	0.9996±0.0010
	0.9998
	1
	 
	 

	REGED1
	1485
	DRF-LM-PSMS Final Run 2
	128/999 **
	0.7996
	0.9448±0.0039
	0.9888
	0.998
	0.8985
	5

	REGED2
	1485
	DRF-LM-PSMS Final Run 2
	64/999 **
	0.7638
	0.7512±0.0060
	0.86
	0.9534
	 
	 

	SIDO0
	1485
	DRF-LM-PSMS Final Run 2
	1024/4932 **
	0.8442
	0.9352±0.0075
	0.9443
	0.9467
	 
	 

	SIDO1
	1485
	DRF-LM-PSMS Final Run 2
	4932/4932 **
	0.4675
	0.6913±0.0134
	0.7532
	0.7893
	0.7474
	7

	SIDO2
	1485
	DRF-LM-PSMS Final Run 2
	4932/4932 **
	0.4675
	0.6157±0.0128
	0.6684
	0.7674
	 
	 

	CINA0
	1485
	DRF-LM-PSMS Final Run 2
	132/132 **
	0.955
	0.9670±0.0035
	0.9765
	0.9788
	 
	 

	CINA1
	1485
	DRF-LM-PSMS Final Run 2
	132/132 **
	0.4982
	0.7873±0.0049
	0.8691
	0.8977
	0.7675
	9

	CINA2
	1485
	DRF-LM-PSMS Final Run 2
	128/132 **
	0.4982
	0.5481±0.0044
	0.8157
	0.891
	 
	 

	MARTI0
	1485
	DRF-LM-PSMS Final Run 2
	1024/1024 **
	0.5446
	0.9673±0.0036
	0.9996
	0.9996
	 
	 

	MARTI1
	1485
	DRF-LM-PSMS Final Run 2
	512/1024 **
	0.4711
	0.8636±0.0054
	0.947
	0.9542
	0.8691
	5

	MARTI2
	1485
	DRF-LM-PSMS Final Run 2
	8/1024 **
	0.7055
	0.7764±0.0061
	0.7975
	0.8273
	 
	 


The table will be filled out after the challenge is over by the organizers. Comment about the following:

· Quantitative advantages (e.g. compact feature subset, simplicity, computational advantages) 

· It is computationally efficient: by considering the two sources of information that worked well we will obtain competitive results very fast and in a simpler way, that does not requires specialized knowledge.
· The method can be applied to any data set without an adhoc modification; particularly, the things that worked well (1-2) can be used directly in any binary classification data set. 
· The method is easy to implement: even when taking into account all of the sources of information it is not complicated to implement it. Furthermore, the energy-based modeling framework allows us introducing other sources of information, not considered here, with little effort. 
· The method may (or may not) take into account causal information into the feature selection process. Causal information could be very useful for improving the feature selection process. 
· It can return subsets of features of size k; the user is able to set this parameter (k). Furthermore, we can return a ranked list of features according their importance.
· Qualitative advantages 

· The energy-based model we propose is a new way to approach the feature selection problem. Since it is based on the energy-minimization framework it is a very general approach that can be easily modified. The proposed model can, even, be considered a template under which several sources of information and different form of potentials can be tested. This will motivate further research in several directions, particularly on the appropriate ad-hoc definition of potentials and on learning the energy function from data.
· The fusion of the ranking lists of diverse feature selection methods proved to be very useful for feature selection. Information fusion has been proved to be very effective in a number of fields, most notably in machine learning (boosting, bagging) and information retrieval (multi-modal retrieval of video and images). The results obtained by merging different lists give evidence that the fusion of the outputs of diverse feature selection methods has practical advantages that motivate further research. 

· Domain knowledge and further information (both causal and non-causal) can be easily introduced into our model, this is also related to the generality of energy-based modeling.
· For this implementation we have used the simpler potentials one can use for this problem and the simplest algorithm for energy minimization (Iterated Conditioned Modes, ICM). Therefore, better results are expected by defining more elaborate potentials and by using faster and better convergence optimization algorithms (e.g. the graph cuts algorithm). 

Furthermore, fixed classifiers and default hyperparameters have been used in most of the experiments. 

Implementation 

The method has been implemented in Matlab, it requires the CLOP toolbox and the causal explorer (if causal information is considered). The implementation is very simple and it can be considered a push-button application that can be applied to any domain without a significant modification. 
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· Classifier: 
· Ridge regression, Naïve Bayes classifier.

· Hyper-parameter selection: 
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· Energy-based models, random field modeling, ICM. 
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