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Method:

Models (Gaussian probability distributions) are derived each class using auto-regression and minimum description length (MDL) regularization, where details of MDL have been derived by the author to allow mixtures of binary and non-binary valued data. Initially the method was meant for classification of time series data, but is applicable also to stationary data sets by essentially building large, sparse covariance matrices. MDL sparsifies automatically and in itself is a conduit for causality inference: the best explanation (e.g. causal chain) is the one that compresses the data the most.

Preprocessing: The features were scaled such that their quantization level is 1. 

Causal discovery: Linear regressions were done to make a list of predictability of each feature (how compressible it is given knowledge of all other features: a full regression). MDL gives sparse results so each feature thereby has a set of predictor features.
Feature selection: The union of the best X% predicted variables and all necessary predictors ordered by predictability.
Model selection/hyperparameter selection: The model (for each class) was a strictly upper triangular auto-regression (AR) matrix between selected features (with bias and scaling). This is called causal regression because it enforces a causal chain. The feature set was sorted by the resulting predictability and the causal regression re-computed until the predictability is strictly increasing. The MDL regression sparsifies the AR matrix and therefore may further reduce the feature set – it also produces a directed acyclic graph of causal factors (the causal chain). The method ‘works’ with the parameter X set to 0 (naïve method: meaning only predictors are used) but it was set at a higher level. By the MDL principle it is the final MDL score that counts: hyperparameters such as X only serve to make the necessary (non-convex) MDL optimization faster or more likely to reach the global minimum, they do not embody a statistical principle per se. There is no cross-validation.
Classification: Once the class models are obtained, the classification is trivial: each new example corresponds to a likelihood (or probability) determined by the model, and the label is the class of the highest likelihood model.
Results: 
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· quantitative advantages The feature set is automatically generated and for the naïve method was very compact (11 features selected for CINA0)
· qualitative advantages The method, as explained, computes posterior probabilities as well as a directed causal chain, is theoretically motivated, can be fully automatic and is (to the author’s knowledge) fully novel.

The method was implemented in Matlab and C. The linear regressions were performed using standard methods (albeit organized such that large regressions can be done within memory limitations). The MDL optimization is computationally expensive but is not an exhaustive feature subset modeling technique, rather it is programmed using iterative heuristics for sparsification of features and structural models.
Keywords: 
· Preprocessing or feature construction: scaling.

· Causal discovery: Structural Equation Models, Probabilistic Graphical Models, Information Theoretic Method.
· Feature selection: filter, feature ranking.

· Classifier: likelihood-based
· Hyper-parameter selection: none 
· Other: minimum description length.

