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Method:
· Preprocessing :

For the case with noise (e.g., MARTI), we filter the noise using a two steps process. At the first step, we correct the global noise pattern. We find a regression model for each of 999 gene expression features, in which 25 calibrate features, are treated as explanatory variables and the gene expression as the response variable. At the second step, we locally filter the noise of each gene expression feature with neighbor features. Given a new micro-array, we first correct it with the global regression models, and then filter its noises with local models.
For a data set with very high dimensional space (e.g., SIDO), we first screen features using sure independence screening method to reduce the dimensionality to a tractable size (e.g., 1000 features for SIDO). This screen step is not necessary for other data sets and even for a higher dimensional data set if the CPU time or memory for the following computations is not a problem.
· Causal discovery:
We propose an approach for local structural learning and partial orientation of the edges connected to the target. In the approach, we first find the parent-children set PC(T) of the target T, and then we find the PC(X) for each feature X ∈ PC(T). We find local v-structures and try to orient the edges connected to the target T as much as possible. If all of the edges connected to the target T are oriented, we obtain all causal relationships to the target T that are necessary for prediction. If some edges have not oriented yet, we can repeat the process to find PC(X) for other features X ∈ PC(PC(T)) until all edges connected to T are oriented or we have checked all features or we have tried the maximum number of steps that we set for a very large graph. Theoretically we can show that the proposed approach is correct, that is, it can correctly find at each step local v-structures of the global DAG.
· Feature selection: 
For the data set without manipulation (numbered 0), all the variables in the Markov blanket (MB) are used to predict the target T. For the data set with a known manipulated variable set (numbered 1), we drop the manipulated variables in the set of children and drop the spouses of T whose children common with T have been all dropped, and we use all parent variables and unmanipulated children and the parents of unmanipulated children in the MB of T. For the data set with an unknown manipulated variable set (numbered 2), only the parent variables of the target are used. When the variable sets that are used for prediction are sensitive to significance levels and other parameters, we may use a union of these sets and then predict the target with a shrinkage method to remove the redundant variables. 

· Classification: 
We use the L1 penalized logistic regression model to fit the prediction model. We use the estimated conditional probability of the target variable for each individual in the test set for its classification.
· Model selection/hyperparameter selection:
Given the variable set obtained at the causal discovery, we use a penalized approach which implements both estimation and selection. In the penalized approach, we use a 5-fold of cross validation (CV) method only with the training data set to select the hyper-parameter λ in the solution path. We use the CV curve to diagnose the stableness of the selected model. Three main values that are recorded every time for comparison are the minimal value of CV error, the corresponding norm fraction and the ratio of the selected variable set to the candidate variable set.
Results: The reader should also know from reading the fact sheet what the strength of the method is. To that end, we will provide a comparison table in the following format:

Table 1: Result table. Top Ts refers to the best score among all valid last entries made by participants. Max Ts refers to the best score reachable, as estimated by reference entries using the knowledge of true causal relationships not available to participants.

	Dataset
	Entry
	Method
	Fnum
	Fscore
	Tscore (Ts)
	Top Ts
	 Max Ts
	<Tscore>
	Rank

	REGED0
	1475
	final submission
	15/999 
	0.8571
	0.9997±0.0010
	0.9998
	1
	 
	 

	REGED1
	1475
	final submission
	14/999 
	0.8189
	0.9517±0.0033
	0.9888
	0.998
	0.9133
	3

	REGED2
	1475
	final submission
	11/999 
	0.9955
	0.7885±0.0056
	0.86
	0.9534
	 
	 

	SIDO0
	1475
	final submission
	16/4932 
	0.5019
	0.9443±0.0075
	0.9443
	0.9467
	 
	 

	SIDO1
	1475
	final submission
	16/4932 
	0.5035
	0.6976±0.0137
	0.7532
	0.7893
	0.7609
	4

	SIDO2
	1475
	final submission
	16/4932 
	0.5035
	0.6408±0.0132
	0.6684
	0.7674
	 
	 

	CINA0
	1475
	final submission
	22/132 
	0.5957
	0.9736±0.0032
	0.9765
	0.9788
	 
	 

	CINA1
	1475
	final submission
	24/132 
	0.5852
	0.8577±0.0047
	0.8691
	0.8977
	0.833
	4

	CINA2
	1475
	final submission
	18/132 
	0.5852
	0.6676±0.0044
	0.8157
	0.891
	 
	 

	MARTI0
	1475
	final submission
	11/1024 
	0.689
	0.9985±0.0016
	0.9996
	0.9996
	 
	 

	MARTI1
	1475
	final submission
	11/1024 
	0.6394
	0.8911±0.0050
	0.947
	0.9542
	0.8955
	2

	MARTI2
	1475
	final submission
	11/1024 
	0.9956
	0.7969±0.0060
	0.7975
	0.8273
	 
	 


Quantitative Advantages:
For causal discovery, the approach of partial orientation and local structural learning can greatly reduce computational complexity of structural learning. On the other hand, statistical test is more powerful for the local structural learning approach than the global learning. For the prediction, we use the L1 penalized generalized logistic model to shrink the parameters at the training stage, which can reduce mean squared error (MSE) of prediction.
Qualitative Advantages:
The approach of partial orientation and local structural learning is efficient for large causal networks if we are interested only in the prediction of the target. We can theoretically show that the approach can correctly obtain the edges connected to the target and their orientations. Although the Markov blanket is useful for prediction without manipulation, it cannot be used for prediction with manipulation, and more importantly it is not sufficient to orient the edges connected to the target. The two stage filtering is efficient for the case with noise and calibrates features. The sure independence screening is a useful preprocess for ultra-high dimensional feature space.
Keywords: 
-Preprocessing/feature construction: Regression model, Global and local filtering.
-Causal discovery: Causal networks, Directed acyclic graphs, Local structural learning, Partial orientation.
-Feature Selection: Parents and children, Feature ranking, Markov blanket.
-Classifier: L1 penalization, Logistic regression, Solution path.
-Hyper-parameter selection: Cross validation, K-fold. 

