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Method:

Cina and the toy problems: norm1 linear svm

All other problems: norm1 linear svm on the features in the Markov blanket of the target

The features have been ranked by the strength of the corresponding weight in the final classifier. 

The same model has been applied to all three subproblems. 

On the problems where the Markov blanket has been used as a feature selection method, the results without these selection were initially bad on the colored quartiles.

Hold-out test set has also been used to measure the performance of the training.

Nested subsets of features have not been used.

For MARTI (where I have also used at training spatial filters) I have looked at the first few entries in the test set in order to understand the phrases :

The test sets have no added noise. This situation simulates a case where we would be using different instruments at "training time" and "test time", e.g. we would use DNA microarrays to collect training data and PCR for testing. 

Implementation:

Matlab, CVX and Causal explorer have been used

Keywords: 

· Preprocessing or feature construction: causal

· Causal discovery: Markov blanket

· Classifier: SVM, L1 norm regularization

· Hyper-parameter selection: sweep, hold-out test

