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Method:

· Preprocessing: We map the causation and prediction challenge to a document classification task. Here, a dataset is a group of documents, the feature dimension is the size of lexicon, each feature is corresponding to a word in the lexicon, and the value of a feature is the word appearance number in a document (TF).
· Causal discovery: not done.
· Feature selection: Weighted feature vector is calculated by multiply the original feature vector with a weighting vector. The weighting value of each dimension is mainly determined by the TF distribution variance in positive training data and negative training data. 
· Classification: SVMLight is used for training and classification on the weighted feature vectors.
· Model selection/hyperparameter selection: The model is trained on the provided training set, the training parameters are optimized according to the classification result on the provided testing set. The model with the best F1 value on the provided testing set is chosen as the final model.
There is no special optimization for a peculiar dataset, and there is no need for human’s participation during the whole process.
Results:
The implementation is a java package, which using SVMLight for training and classification. It’s a function module without user interface. 
Keywords:
· Preprocessing or feature construction: none.
· Causal discovery: none.
· Feature selection: filter, weighting.
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