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   Bach’s – Bach, F.R. and Jordan, M.I. NIPS, 2002
   FCI – Spirtes, P. et al. 1993

   HITON – Aliferis, C.F. et al. AMIA, 2003

   MMHC – Tsamardinos, I. et al. Machine Learning, 2006

   MMPC, MMMB – Tsamardinos, I. et al. SIGKDD, 2003
   RFE – Guyon et al. Machine Learning, 2002
   Regions of Interest – Tsamardinos et al., Tech Report DSL-03-02, DBMI, Vanderbilt University
Method:

Preprocessing:  The preprocessing was tailored to each data set.  For the REGED data set each variable was normalized so its mean was zero and standard deviation was one.  For the SIDO data set, the variables were binary and no preprocessing was performed.  For the CINA data set, variables that were not binary were treated as continuous and normalized; binary variables were all set to values of zero and one.  For the MARTI data set, the calibrant variables were used to fit a spline across the training array estimating the correlated noise model.  The estimated noise was then subtracted from the training samples.
Causal discovery:  We addressed the following problems in turn (a) finding the Markov Blanket of the target even under some non-faithfulness conditions (e.g., parity functions) (b) reducing the problems to a size manageable by subsequent algorithms (c) identifying and orienting the network edges (d) identifying causal edges (i.e. not confounded) and (e) selecting the causal Markov Blanket of the target in the manipulated distribution. 
Once the initial data sets have been pre-processed, the next step of our procedure was to identify the Markov Blanket (MB) from the non-manipulated data sets, i.e., the parents, children, and spouses of the target. Several variable selection techniques, mostly causally-based, were applied to this problem in order to both identify the MB and also attempt to gain insight into the predictive variables in each domain. The published methods used included MMPC (for identifying the parents and children of a target variable, PC(T)), MMMB (for identifying the Markov Blanket of a target variable), HITON-MB (for identifying the Markov Blanket of a target variable), and RFE (variable selection method to identify predictive variables). All of the above causally-based methods assume that if a variable belongs in the neighbor’s set of the target, it will have a detectable pairwise association with the target. RFE is able to additionally identify variables that participate in strong multivariate associations, even if they have no detectable pairwise association (e.g., parity functions). A new technique under development (recently submitted for publication), called Feature Space Markov Blanket (FSMB) combines kernel-based methods with causally-based methods to identify the neighbor’s set in feature space, where multivariate associations may become pairwise associations. Any additional multivariate associations identified by FSMB were added to the Markov Blanket and participated in subsequent analysis. At this point, we know that our Markov Blanket set contains all variables need for calculation of the Causal Markov Blanket in any manipulated distribution (plus false positives depending on the type of manipulations).
In the second step, starting from the above Markov Blanket we identified the skeleton structure of the Bayesian Network around the target variable recursively using the MMPC algorithm, up to three edges away from the target. This region of interest makes it practical to apply causal algorithms that cannot scale up to the sizes of all the networks in the challenge. There are theoretical reasons why a network region of depth 3 allows most inferences about the orientation of the edges to be made. The idea of region learning was first described in Tsamardinos et al. 2003 (DSL-03-02). Further theoretical and experimental results are about to be submitted.
In the third step of our analysis we tried to orient the edges and discover whether an edge appears in the network due to a hidden confounder. The orientations of the edges and the confounded edges are necessary to identify the Causal Markov Blanket of the target, i.e., the Markov Blanket in the manipulated distribution. For the case of continuous or mixed data, an adaptation of Bach’s algorithm was used. For the case of binary data, MMHC was used to find the top scoring network. The final network was converted into a PDAG to find the orientation of the compelled edges. To obtain suspected hidden confounders we used the FCI algorithm and developed our own extension of the Y-structures’ identification algorithm (see Mani, et. al. UAI 2006) for the purposes of the challenge. Our extension is based on tests of independence rather than scoring and is able to handle confounders of the top variables in the Y-structure. We suspect this way we can identify Y-structures in more general conditions that those described in Mani. 
For the non-manipulated data set, the Markov Blanket was selected as the variables to include in the variable list. The members were sorted first by parents, children, and spouses. For the manipulated data set where manipulations were known, the variable list consisted of the Causal Markov Blanket. This we defined to be the effective parents, the non-manipulated children, and the effective spouses of the target. The effective parents are the parent variables of the target that are still predictive of the target in the manipulated distribution. They are the direct causes of the target (i.e., parents found not to be confounded) plus the parents of the target that are not manipulated. The effective spouses are the effective parents of the non-manipulated children. For the manipulated data set where the manipulations were unknown, the variable list consisted of the causes of the target node, i.e., parents found not to be confounded. Weighting the evidence of the orientation of an edge and whether it is due to a hidden confounder or not by the above methods was done based on methods under development and submission for publication. For some edges the above methods failed to provide evidence whether they are causal or not (i.e., confounded) or about their direction. Thus, some guesswork was necessary that gave rise to different variable subsets that we have tried. 
Classification and Model Selection:  Once the variable list was determined for each problem and data set, a final classification model was trained using only the variables of the feature list.  The models trained for this task were SVMs.  An n-fold cross validation design was used to select the optimal parameters (type of kernel, kernel parameters, and C value).  The value of n ranged from 5 to 10 based on the sample size available in the training sample.  Once the best parameters were selected, a final SVM model was trained and used to predict the values for the test data sets.
Results: 
Table 1: Result table. The star following the feature number indicates that the feature set was sorted. Top Ts refers to the best score among all valid last entries made by participants. Max Ts refers to the best score reachable, as estimated by reference entries using the knowledge of true causal relationships not available to participants. This entry obtained best average score for REGED among all valid last entries.
	Dataset
	Entry
	Method
	Fnum
	Fscore
	Tscore (Ts)
	Top Ts
	 Max Ts
	<Tscore>

	REGED0
	1491
	final test
	15/999 *
	0.8571
	0.9998±0.0010
	0.9998
	1
	 

	REGED1
	1491
	final test
	9/999 *
	0.7851
	0.9673±0.0036
	0.9888
	0.998
	0.9423

	REGED2
	1491
	final test
	3/999 *
	1
	0.8600±0.0053
	0.86
	0.9534
	 

	SIDO0
	1491
	final test
	13/4932 *
	0.5015
	0.9230±0.0069
	0.9443
	0.9467
	 

	SIDO1
	1491
	final test
	4/4932 *
	0.5003
	0.6073±0.0027
	0.7532
	0.7893
	0.6909

	SIDO2
	1491
	final test
	4/4932 *
	0.5003
	0.5426±0.0027
	0.6684
	0.7674
	 

	CINA0
	1491
	final test
	101/132 *
	0.8496
	0.9721±0.0031
	0.9765
	0.9788
	 

	CINA1
	1491
	final test
	5/132 *
	0.4716
	0.5113±0.0053
	0.8691
	0.8977
	0.6015

	CINA2
	1491
	final test
	5/132 *
	0.4716
	0.3210±0.0025
	0.8157
	0.891
	 

	MARTI0
	1491
	final test
	24/1024 *
	0.5869
	0.9681±0.0037
	0.9996
	0.9996
	 

	MARTI1
	1491
	final test
	17/1024 *
	0.5643
	0.7837±0.0056
	0.947
	0.9542
	0.8083

	MARTI2
	1491
	final test
	3/1024 *
	0.4985
	0.6730±0.0060
	0.7975
	0.8273
	 


The methods described above generally resulted in a compact variable list representing either the Markov Blanket or Causal Markov Blanket. The results on CINA were very low and are indicative to the inappropriateness of the statistical tests used in MMPC and MMMB when mixed data was used. The MMPC and MMMB algorithms have statistical tests provided for when the data is entirely binary or continuous (with a binary target); the mixed data set did not therefore match well to these methods. 
The methods described above were implemented in Matlab.  The MMPC, MMMB, and MMHC methods are available from the Causal Explorer library, www.dsl-lab.org (please note, we were in part the developers of these methods and may have slightly extended or modified the code from the precise implementation available in Causal Explorer).  The SVMs were created using the LibSVM software (http://www.csie.ntu.edu.tw/~cjlin/libsvm/).  Our method combined many different approaches and is not currently available as a push-button application although we are working on automating this process.
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