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Method

IID assumption
The method is based on the IID assumption and ignores causal discovery. 
Although its results make sense only on the initial datasets, it was also applied on the manipulated datasets to challenge the causal methods.

Noise filtering for MARTI

The data samples of MARTI were preprocessed to remove the correlated noise as follows:
· The 2-dimensional nature of the patterns was reconstructed using the variable indices
· The low frequency noise was removed by convolving the image thus obtained with a 2-d Gaussian filter to obtain the "background", then subtracting this background from the image. Specifically, we used the kernel ker=[1 4 6 4 1]'*[1 4 6 4 1]; ker=ker./sum(sum(ker)); without tuning its width. Better results might be obtained with other kernels or bay adjusting the width. 
· To alleviate border effects, the image was first extrapolated by tiling the borders with average values of near border variables. 
· To alleviate the problem of high intensity outliers, we detected points whose value was more that one standard deviation away from the mean of their neighbors and replaced them by that mean before computing the background. 
· Finally, a bias value was added to the resulting filtered image such that the average of the calibrants is the same as that is test data (namely 1). 
Compression-based averaging of selective naive Bayes classifiers

Our method is based on the naive Bayes assumption, and incorporates optimal preprocessing, feature selection and model averaging as follows:
· All the input features are preprocessed using the Bayes optimal MODL discretization method, which results in a reliable and accurate estimation of the univariate class conditional probabilities. 
· Feature selection is performed using a Bayesian approach to find a trade-off between the number of selected features and the performance of the selective naive Bayes classifier: this provides a regularized feature selection criterion. The feature selection search is performed using alternate forward selection and backward elimination searches on randomly ordered feature sets: this provides a fast search heuristic, with super-linear time complexity with respect to the number of instances and features. 
· The method exploits a variant of feature selection: feature "soft" selection. Whereas feature "hard" selection gives a "Boolean" weight to the features according to whether they selected or not, the method gives a continuous weight between 0 and 1 to each feature. This weighing schema of the features comes from a new classifier averaging method, derived from Bayesian Model Averaging, with a logarithmic smoothing of the posterior distribution of the models. 
Advantages
· Bayesian regularization technique (for preprocessing and feature selection): all the available data is used for training, with no need for validation or cross-validation

· fully automatic

· highly scalable (train and deploy)

· accurate and reliable

· easy interpretation

· compute the posterior probabilities

Limitation

· the naive Bayes assumption might be harmful is no subset of variables in the initial representation is compliant with the conditional independence assumption: this can be leveraged by feature construction to extend the representation space

· no causal discovery 

Results
For each of the four datasets, one single model was trained and applied on the initial test set (0) and the two manipulated test sets (1 and 2). 
The results are very good on the initial test sets, which conform to the IID assumption: our method gets the best Tscore on REGED0 and CINA0, and is within 1% of the best performance for the two other datasets.

Surprisingly, the results are good on some tests sets 1, with the best Tscore on REGED1 and CINA1.
This might be explained by two features of our method:

· the optimal preprocessing is highly reliable: any input noise variable is almost surely detected as irrelevant and discarded

· the model averaging accounts for the uncertainty on model selection: whereas one single maximum a posteriori (MAP) model might select a wrong subset of variables with respect to causation, averaging a large number of models leverages the effect of irrelevant features
Not surprisingly, the results are very poor on the test sets 2, which are heavily manipulated. Our method based on the IID assumption is clearly outperformed by the causal methods.
	*
	Entry 
	Method 
	Fnum 
	Fscore 
	Tscore (Ts) 
	Top Ts 
	Max Ts 
	<Tscore> 
	Rank 

	REGED0 
	321
	SNB(CMA), IID assumption
	122/999 *
	0.8352
	1.0000±0.0002
	1.0000
	1.0000
	
	

	REGED1 
	321
	SNB(CMA), IID assumption
	122/999 *
	0.7946
	0.9980±0.0015
	0.9980
	0.9980
	0.8462
	

	REGED2 
	321
	SNB(CMA), IID assumption
	122/999 *
	0.9910
	0.5407±0.0061
	0.8600
	0.9534
	
	

	SIDO0 
	321
	SNB(CMA), IID assumption
	1592/4932 *
	0.6831
	0.9297±0.0070
	0.9443
	0.9467
	
	

	SIDO1 
	321
	SNB(CMA), IID assumption
	1592/4932 *
	0.3922
	0.6337±0.0132
	0.7532
	0.7893
	0.7104
	

	SIDO2 
	321
	SNB(CMA), IID assumption
	1592/4932 *
	0.3922
	0.5678±0.0129
	0.6684
	0.7674
	
	

	CINA0 
	321
	SNB(CMA), IID assumption
	90/132 *
	0.8913
	0.9788±0.0029
	0.9788
	0.9788
	
	

	CINA1 
	321
	SNB(CMA), IID assumption
	90/132 *
	0.4542
	0.8977±0.0043
	0.8977
	0.8977
	0.8694
	

	CINA2 
	321
	SNB(CMA), IID assumption
	90/132 *
	0.4542
	0.7318±0.0043
	0.8157
	0.8910
	
	

	MARTI0 
	386
	SNB(CMA), IID assumption (F)
	22/1024 *
	0.7097
	0.9848±0.0031
	0.9996
	0.9996
	
	

	MARTI1 
	386
	SNB(CMA), IID assumption (F)
	22/1024 *
	0.6716
	0.8891±0.0043
	0.9470
	0.9542
	0.8869
	

	MARTI2 
	386
	SNB(CMA), IID assumption (F)
	22/1024 *
	0.9936
	0.7868±0.0058
	0.7975
	0.8273
	
	


Code
Our implementation was done in C++.
The software is available as a shareware on http://perso.rd.francetelecom.fr/boulle/.
Keywords
· Preprocessing or feature construction: Bayes optimal discretization
· Causal discovery: none
· Feature selection: Bayesian regularization, fast forward backward feature selection
· Classifier: naive Bayes, compression-based model averaging 
· Hyper-parameter selection: none, automatic
