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I approached the challenge from the position of someone with experience in machine learning, but a completely newcomer in causality. As learning method I used Kernel Ridge Regression. For prediction (and training) I used only features from the Markov Blanket (MB) of the target variable, but I also tried to exploit the structure of the MB. The structure of MB was exploited by defining two separate kernels: one over the parents (direct causes) and another one over the children (direct effects) and spouses. The kernel used in Ridge regression was a linear combination of these two kernels.

Obtaining MB and its structure

To obtain the Markov blanket and its structure I relied on “Causal Explorer”. To obtain the variables of the MB I used HITON_MB method. To obtain the structure I used TPDA method over the variables in the MB and target variable. Because TPDA can leave some edges undirected and because MB is not a general Bayesian network (it has a special structure around the target node) I used the following heuristic to direct all the edges: all nodes for which TPDA find a directed link from target node to it (1 in the adjacency matrix) are considered children, all others nodes for which TPDA find connection (1 or 2 in the adjacency matrix) to target node are considered parents node, remaining nodes are considered spouses. This heuristics prefers to introduce false parents than to miss some parents (we consider direct causes very important). The details can be seen in the following MATLAB script (p is the index of parents, c the index of children and s the index of spouses):

load reged0_train

Y = load('reged0_train.targets');

Y = 0.5*(Y+1);

XY= [X,Y];

mb=Causal_Explorer('HITON_MB', XY, 1000, [], 'z', 0.05, 3)

XY2 = XY(:, [mb,1000]);

A=Causal_Explorer('TPDA', XY2, [], 'z', 0.05, 1, 1)

ic = find(A(end, 1:end-1) == 1);

ip = find(A(1:end-1, end) ~= 0);

is = setdiff(1:length(mb), union(ip,ic));

p = mb(ip);

c = mb(ic);

s = mb(is);

save mb mb A ic ip is p c s;

Training and Prediction

The kernel used in the Kernel Ridge Regression was a linear combination of two quadratic (normalized) kernels:

K = (eta * K1) + ((1 - eta) * K2)

K1 being a quadratic normalized kernel over the set of parents:

K1 = (X(:, p) * X(:, p)' + 0.5) .^ 2;

XN1 = sqrt(diag(K1));

K1 = K1 ./ (XN1 * XN1');

And K2 a quadratic normalized kernel over the set of children and spouses:

K2 = (X(:, [c,s]) * X(:, [c,s])' + 0.5) .^ 2;

XN2 = sqrt(diag(K2));

K2 = K2 ./ (XN2 * XN2');

The parameter eta of the linear combination is chosen taking into account how “good” is each kernel of the combination. The “goodness” is measured by “kernel alignment”, more precisely the alignment of the kernel with the ideal kernel YY’. Again the details (including the setting of parameters) can be seen in training MATLAB script:

lambda = 10 ^ (-6);

load lim;

load reged0_train

X = scale(X, ll, ul);

Y = load('reged0_train.targets');

load mb;

n = size(X, 1);

K1 = (X(:, p) * X(:, p)' + 0.5) .^ 2;

XN1 = sqrt(diag(K1));

K1 = K1 ./ (XN1 * XN1');

K2 = (X(:, [c,s]) * X(:, [c,s])' + 0.5) .^ 2;

XN2 = sqrt(diag(K2));

K2 = K2 ./ (XN2 * XN2');

align1 = (Y' * K1 * Y) / (n * norm(K1, 'fro'))

align2 = (Y' * K2 * Y) / (n * norm(K2, 'fro'))

eta = align1 / (align1 + align2);

K = (eta * K1) + ((1 - eta) * K2);

w = inv(K+(n*lambda)*eye(n)) * Y;

Yh = K * w;

%Yh = sign(Yh);

%Yh(find(Yh == 0)) = 1;

%err = length(find(Yh ~= Y)) / n

fid = fopen('reged0_feat.ulist','w');

fprintf(fid,'%g ',[p,c,s]);

fprintf(fid,'\n');

fclose(fid);

fid = fopen('reged0_train.predict','w');

fprintf(fid,'%g\n',Yh);

fclose(fid);

save model w eta XN1 XN2;

Treating manipulation

When the list of manipulated variables is available (REGED1) from the MB are removed the children of the target that are manipulated. Also are removed all the spouses that remain without children. The script is:

load mb;

tbelm = [20, 27, 36, 70, 82, 83, 85, 91, 118, 125, 139, 143, 160, 169, 176, 185, 191, 204, 219, 224, 229, 239, 243, 251, 252, 269, 281, 282, 295, 297, 301, 319, 320, 321, 342, 350, 357, 359, 361, 378, 387, 407, 409, 412, 429, 430, 469, 472, 499, 501, 507, 512, 540, 545, 552, 561, 566, 572, 580, 586, 593, 618, 622, 637, 651, 663, 674, 681, 683, 686, 690, 702, 727, 754, 762, 764, 773, 786, 805, 815, 835, 861, 872, 873, 877, 880, 889, 904, 935, 936, 939, 942, 949, 962, 977, 985, 989, 991, 992, 994];

se = intersect(tbelm,s);

ce = intersect(tbelm,c);

[tmp, ise] = ismember(se, mb);

[tmp, ice] = ismember(ce, mb);

ice2 = [];

for x = ise

   ice2 = union(ice2, find(A(ic,x) ~= 0)');

end

ice2 = ic(ice2);

ice = union(ice, ice2);

ictmp = setdiff(ic, ice);

ise2 = [];

for x = is

   if isempty(find(A(ictmp,x) ~= 0))

     ise2 = [ise2, x];

   end

end

ise = union(ise, ise2);

icn = setdiff(ic, ice);

isn = setdiff(is, ise);

cn = mb(icn);

sn = mb(isn);

save newmb p cn sn;

In the case of REGED2 (when all variable excepting parents are manipulated) that mean that will remain only one kernel (instead of a combination of two kernels), the quadratic kernel over the set of parents.

Results: The reader should also know from reading the fact sheet what the strength of the method is. To that end, we will provide a comparison table in the following format:

Table 1: Result table. Top Ts refers to the best score among all valid last entries made by participants. Max Ts refers to the best score reachable, as estimated by reference entries using the knowledge of true causal relationships not available to participants.
	Dataset
	Entry
	Method
	Fnum
	Fscore
	Tscore (Ts)
	Top Ts
	 Max Ts
	<Tscore>

	REGED0
	77
	MB_Kcomb1
	24/999 
	0.9012
	0.9931±0.0017
	0.9998
	1
	 

	REGED1
	77
	MB_Kcomb1
	11/999 
	0.7842
	0.9888±0.0026
	0.9888
	0.998
	0.9032

	REGED2
	77
	MB_Kcomb1
	6/999 
	0.7475
	0.7278±0.0060
	0.86
	0.9534
	 


The table will be filled out after the challenge is over by the organizers. Comment about the following:

· quantitative advantages (e.g. compact feature subset, simplicity, computational advantages) 

· qualitative advantages (e.g. compute posterior probabilities, theoretically motivated, has some elements of novelty).

Briefly explain your implementation. Provide a URL for the code (if available). Precise whether it is a push-button application that can be run on benchmark data to reproduce the results, or resources such as modules or libraries.

Keywords: Put at least one keyword in each category. Try some of the following keywords and add your own:

· Preprocessing or feature construction: centering, scaling, standardization, PCA.

· Causal discovery: Bayesian Network, Structural Equation Models, Probabilistic Graphical Models, Markov Decision Processes, Propensity Scoring, Information Theoretic Method.
· Feature selection: filter, wrapper, embedded feature selection, feature ranking, etc.

· Classifier: neural networks, nearest neighbors, tree classifier, RF, SVM, kernel-method, least-square, ridge regression, L1 norm regularization, L2 norm regularization, logistic regression, ensemble method, bagging, boosting, Bayesian, transduction.
· Hyper-parameter selection: grid-search, pattern search, evidence, bound optimization, cross-validation, K-fold.

· Other: ensemble method, transduction.

