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Introduction:

It is a well known fact that for various reasons it may not be possible to theoretically analyze a particular algorithm or to compute its performance in contrast to another. The results of the proper experimental evaluation are very important as these may provide the evidence that a method outperforms alternative approaches.

Feature selection represents a very essential component of data mining, as it will help reduce overfitting and make prediction more accurate. Causal discovery may be regarded as a next step with aim to uncover causal relations between features and target variable. 

In many cases it is theoretically impossible to solve full graphical structure of all relations between features and target variable but it may be possible to uncover and approximate some essential relations. This knowledge will help to understand data better and will give some hints which methods will be more efficient.

Table 1: Result table. Top Ts refers to the best score among all valid last entries made by participants. Max Ts refers to the best score reachable, as estimated by reference entries using the knowledge of true causal relationships not available to participants. These entries used unsorted lists of features.
	Dataset
	Entry
	Method
	Fnum
	Fscore
	Tscore (Ts)
	Top Ts
	 Max Ts
	<Tscore>
	Rank

	REGED0
	1340
	vn14
	400/999 
	0.7576
	0.9989±0.0016
	0.9998
	1
	 
	 

	REGED1
	1340
	vn14
	400/999 
	0.7316
	0.9522±0.0038
	0.9888
	0.998
	0.9094
	4

	REGED2
	1340
	vn14
	400/999 
	0.8004
	0.7772±0.0059
	0.86
	0.9534
	 
	 

	SIDO0
	1479
	vn14a
	527/4932 
	0.5502
	0.9429±0.0075
	0.9443
	0.9467
	 
	 

	SIDO1
	1479
	vn14a
	527/4932 
	0.5339
	0.7192±0.0138
	0.7532
	0.7893
	0.7588
	5

	SIDO2
	1479
	vn14a
	203/4932 
	0.5225
	0.6143±0.0132
	0.6684
	0.7674
	 
	 

	CINA0
	1340
	vn14
	50/132 
	0.7174
	0.9764±0.0031
	0.9765
	0.9788
	 
	 

	CINA1
	1340
	vn14
	30/132 
	0.5
	0.8617±0.0047
	0.8691
	0.8977
	0.8504
	2

	CINA2
	1340
	vn14
	30/132 
	0.5
	0.7132±0.0043
	0.8157
	0.891
	 
	 

	MARTI0
	1340
	vn14
	217/1024 
	0.5863
	0.9889±0.0025
	0.9996
	0.9996
	 
	 

	MARTI1
	1340
	vn14
	400/1024 
	0.5554
	0.8953±0.0048
	0.947
	0.9542
	0.8736
	4

	MARTI2
	1340
	vn14
	611/1024 
	0.7021
	0.7364±0.0062
	0.7975
	0.8273
	 
	 


Method:

Random sets approach has heuristic nature and has been inspired by the growing speed of computations. For example, we can consider large number of classifiers where any single classifier (base classifier or model) is based on the subset of relatively small number of randomly selected features or random sets of features. Using cross-validation we can rank all random sets according to the selected criterion, and use this ranking for further feature selection.

Table 2: List of the base models, which were used during WCCI-2008 data-mining competition.
	Data
	Model
	Software

	LUCAS
	neural+doubleboost
	MATLAB-CLOP

	LUCAP
	neural+doubleboost
	MATLAB-CLOP

	REGED
	SVM-RBF (special software)
	C

	SIDO
	binaryRF (special software)
	C

	cina
	adaBoost
	R

	marti
	svc+standardize
	MATLAB-CLOP


In the case of SIDO-set, Random Forest model proved to be the most suitable. Note that RF model appears to be very relevant to the subject of this paper. However, approach of RF is far from the same comparing with RS approach. We used RF model with 1000 trees where 70 randomly selected features were used for any splitter. The splitting process was stopped if size of the current node was smaller than 10 (anyway, no more than 8 splitting levels were used). The SIDO-set is binary, and this property simplified implementation of the RF-algorithm essentially. Next, we computed for any particular feature number of repeats in the above RF-object. These repeats were used for further feature selection. For example, we used in the final submission 1030 features for SIDO0, 517 features for SIDO1 and only 203 features for SIDO2.

Preprocessing: the case of MARTI-set appears to be the most complicated because of the 25 given calibrants: the training set was perturbed by a zero-mean correlated noise model. The test sets have no added noise. We used linear regression model in order to filter noise from the training set. Figure 1 with 25 windows illustrates the corresponding regression coefficients. As a target variables we used remaining 999 features.

Another application of random sets was motivated by the huge imbalanced data, which represent significant problem because the corresponding classifier has tendency to ignore patterns with smaller representation in the training set. We propose to consider large number of balanced training subsets where representatives from both patterns are selected randomly.
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Figure 1: Behaviour of the filtering coefficients in the case of the MARTI-set.
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