Causation and Prediction Challenge: FACT SHEET

Title: collider scores 

Name, address, email: Ernest Mwebaze and John Quinn, Faculty of Computing & Information Technology, Makerere University, Kampala, Uganda. [emwebaze,jquinn]@cit.mak.ac.ug 

Acronym of your best entry: submission

Method:

Preprocessing

None, raw data used directly.

Causal discovery

HITON_PC used to estimate neighbouring variables. For manipulated datasets we further narrow down the feature set by computing two scores to select strong causes:

1) To score a variable A as a cause of target variable T using supporting variable Bi , use ratio of partial correlation of (A,Bi | T) and correlation of (A,Bi ). 

2) For the second score, calculate the difference of:

1. evidence that target T is a collider for causes A and B_i, looking for high correlation between (A,target) and (Bi ,target) and low correlation between (A,Bi )

2. evidence that variable A is a collider for causes T and Bi , using the equivalent pattern of correlation.

Both scores are aggregated over the Bi 's.

Feature selection

For unmanipulated datasets, use the features estimated to be neighbouring the targets. For manipulated datasets, choose the subset of features with highest mean scores above.

Classification

For REGED, k-nn classification. For SIDO and CINA, shallow decision trees with naive Bayes classifiers in the leaves (single trees only – no ensemble methods).

Results: 

Estimation of neighbouring variables uses the HITON_PC implementation in the Matlab 'Causal Explorer' library. All other code (for calculating scores, learning and classification etc) written in Python using the Numpy libraries.

The scores are simple to implement and quick to calculate (on the order of seconds for all datasets).

The utility of the scores is dependent on the success of estimating variables which are neighbours to the target. The inclusion of other variables, particularly outside the Markov blanket, can confound the result.

Table 1: Result table. The two stars next to the feature number indicate that the submission included a sorted list of features and multiple results for nested subsets of features. Top Ts refers to the best score among all valid last entries made by participants. Max Ts refers to the best score reachable, as estimated by reference entries using the knowledge of true causal relationships not available to participants.
	Dataset
	Entry
	Method
	Fnum
	Fscore
	Tscore (Ts)
	Top Ts
	 Max Ts
	<Tscore>
	Rank

	REGED0
	1444
	submission
	14/999 **
	0.8088
	0.9933±0.0014
	0.9998
	1
	 
	 

	REGED1
	1444
	submission
	1/999 **
	0.7122
	0.9528±0.0028
	0.9888
	0.998
	0.8559
	7

	REGED2
	1444
	submission
	14/999 **
	0.9935
	0.6216±0.0019
	0.86
	0.9534
	 
	 

	SIDO0
	1444
	submission
	10/4932 **
	0.5003
	0.9325±0.0074
	0.9443
	0.9467
	 
	 

	SIDO1
	1444
	submission
	6/4932 **
	0.5009
	0.6660±0.0133
	0.7532
	0.7893
	0.7509
	6

	SIDO2
	1444
	submission
	6/4932 **
	0.5009
	0.6541±0.0131
	0.6684
	0.7674
	 
	 

	CINA0
	1444
	submission
	8/132 **
	0.7575
	0.9430±0.0033
	0.9765
	0.9788
	 
	 

	CINA1
	1444
	submission
	46/132 **
	0.5885
	0.7381±0.0047
	0.8691
	0.8977
	0.7832
	8

	CINA2
	1444
	submission
	8/132 **
	0.5235
	0.6685±0.0042
	0.8157
	0.891
	 
	 


Keywords: 

· Preprocessing or feature construction: none.

· Causal discovery: Structural Equation Models, heuristic.

· Feature selection: feature ranking.

· Classifier: nearest neighbors, tree classifier, naive Bayes.

· Hyper-parameter selection: cross-validation.

