Causation and Prediction Challenge: FACT SHEET

Title: Miss
Name, address, email: Ching-Wei Wang, Department of Computing and Informatics University of Lincoln Brayford Pool Lincoln LN6 7TS United Kingdom, cweiwang@lincoln.ac.uk
Acronym of your best entry: (unsure what to fill in)
Reference: 

1. Wang, C.-W.  (2006) New Ensemble Machine Learning Method for Classification and Prediction on Gene Expression Data, Proceedings of the 28th international conference of the IEEE Engineering in Medicine and Biology Society. pp. 3478-3481. ISBN 1424400333. 
2. Fayyad, U. M. & Irani, K. B. (1993). Multi-interval discretization of continuous-valued attributes for classification learning, 13th International Joint Conference of Artificial Intelligence, 1022-7
3. Weka, http://www.cs.waikato.ac.nz/ml/weka/
Method:

Summarize the algorithms you used in a way that those skilled in the art should understand what to do. Profile of your methods as follows:

· Preprocessing 

· Causal discovery

· Feature selection 
· Classification 
· Model selection/hyperparameter selection: 10-fold cross validation
	
	Preprocessing
	Feature select
	Classification 

	Reged0, 1, 2
	Binary discretization[2] to change feature values and filter out the features, which can not be discretized. Produce 10 features to train. Features* include {82,250,320,408,452,592,738,824,929,938}. The features are selected using reged0_train.data.
	cw-Boost[1], containing one hundred C4.5 decision trees 

	Cina0
	none
	Use raw data
	cw-Boost[1], containing seventy C4.5 decision trees

(100 iterations may perform better)

	Cina1,2
	Feature selection
	[3]: -E weka.attributeSelection.CfsSubsetEva –S weka.attributeSelection.BestFirst –D 1 –N 5
	

	Marti0
	Apply Feature selection 1 times, producing 295 features to train.
	[3]: -E weka.attributeSelection.CfsSubsetEva –S weka.attributeSelection.GeneticSearch –Z 20 –G 20
	

	Marti1,2
	Apply Feature selection 3 times, producing 14 features to train.
	
	

	Sido0,1,2
	The data is too big for the equipment (CPU 2.4GHz and 1G RAM only). Systematically divide the data to 10 sub-files, and apply feature selection to the first two files. Train the two files and combine the prediction results. The performance is poor since the data preprocessing is poor here due to limitation of PC memory.
	AttributeSelection [3]: -E weka.attributeSelection.CfsSubsetEva –S weka.attributeSelection.BestFirst –D 1 –N 5
	


*feature index: start from 0
Results: The reader should also know from reading the fact sheet what the strength of the method is. To that end, we will provide a comparison table in the following format:

Table 1: Result table. Top Ts refers to the best score among all valid last entries made by participants. Max Ts refers to the best score reachable, as estimated by reference entries using the knowledge of true causal relationships not available to participants.
	Dataset
	Entry
	Method
	Fnum
	Fscore
	Tscore (Ts)
	Top Ts
	 Max Ts
	<Tscore>

	REGED0
	1240
	c
	999/999 
	0
	0.9938±0.0013
	0.9998
	1
	 

	REGED1
	1240
	c
	999/999 
	0
	0.9022±0.0044
	0.9888
	0.998
	0.8512

	REGED2
	1240
	c
	999/999 
	0
	0.6577±0.0057
	0.86
	0.9534
	 

	SIDO0
	455
	10
	4932/4932 
	0
	0.6259±0.0117
	0.9443
	0.9467
	 

	SIDO1
	455
	10
	4932/4932 
	0
	0.5023±0.0021
	0.7532
	0.7893
	0.5402

	SIDO2
	455
	10
	4932/4932 
	0
	0.4925±0.0006
	0.6684
	0.7674
	 

	CINA0
	599
	15
	132/132 
	0
	0.9246±0.0034
	0.9765
	0.9788
	 

	CINA1
	599
	15
	132/132 
	0
	0.6778±0.0052
	0.8691
	0.8977
	0.7249

	CINA2
	599
	15
	132/132 
	0
	0.5722±0.0050
	0.8157
	0.891
	 

	MARTI0
	599
	15
	1024/1024 
	0
	0.6828±0.0056
	0.9996
	0.9996
	 

	MARTI1
	599
	15
	1024/1024 
	0
	0.6294±0.0058
	0.947
	0.9542
	0.6527

	MARTI2
	599
	15
	1024/1024 
	0
	0.6459±0.0060
	0.7975
	0.8273
	 


The table will be filled out after the challenge is over by the organizers. Comment about the following:

· quantitative advantages (e.g. compact feature subset, simplicity, computational advantages) 

· qualitative advantages (e.g. compute posterior probabilities, theoretically motivated, has some elements of novelty).

Briefly explain your implementation. Provide a URL for the code (if available). Precise whether it is a push-button application that can be run on benchmark data to reproduce the results, or resources such as modules or libraries.
The learning algorithm is previously implemented in java and can be referred to [1]. The feature selection algorithms can be found in the weka machine learning package. Portion of binary discretization for testing data is implemented in c#.
Keywords: Put at least one keyword in each category. Try some of the following keywords and add your own:

· Preprocessing or feature construction: binary discretization.

· Causal discovery: Information Gain, Decision Tree.
· Feature selection: filter.

· Classifier: ensemble method, boosting, cw-boost.
· Hyper-parameter selection: 10-fold cross-validation.

· Other: ensemble method.

