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Method:

No preprocessing was used. For feature salection, we used feature ranking against
artificia cortrasts (ACE). ACE is an embedded feature sdlection method using Gradient
Boogting Trees asthe interna engine. For classification, we use regularized least squares
classfiesr with Gaussan kernds. Hyper-parameters (kernd width, regularization
coeffident) are adjusted after feature sdection, usng grid search and 10-fold CV with the
sametraining data. Our test BER prediction is based aso on the same 10-fold CV.

Results: In the chalenge, we rank 8" as agroup and our best entry is the 33", according
to the average rank computed by the organizers. As advantages, compact feature sets
could be mentioned.

Dataset Our best entry The challenge best entry

Test Test BER Guess | Test score | Test Test BER Guess | Test score

AUC BER guess | error (rank) AUC BER guess | error (rank)
ADA 0.8178 | 0.1822 | 0.1673 | 0.0149 | 0.197 (24) 0.9149 | 0.1723 | 0.1650 | 0.0073 | 0.1793 (1)
GINA 0.9712 | 0.0288 | 0.0305 | 0.0017 | 0.0302 (1) 0.9712 | 0.0288 | 0.0305 | 0.0017 | 0.0302(1)
HIVA 0.6986 | 0.3014 | 0.2461 | 0.0553 | 0.3567 (47) | 0.7671 | 0.2757 | 0.2692 | 0.0065 | 0.2797 (1)
NOVA 0.9256 | 0.0744 [ 0.0469 | 0.0275 | 0.1018 (55) | 0.9914 | 0.0445 | 0.0436 | 0.0009 | 0.0448 (1)
SYLVA | 0.9911 | 0.0089 | 0.0044 | 0.0045 | 0.0134(33) | 0.9991 | 0.0061 | 0.0060 | 0.0001 | 0.0062 (1)
Overall | 0.8809 | 0.1191 | 0.099 0.0208 | 0.1398 (32) | 0.8910 | 0.1090 | 0.1040 | 0.0079 | 0.1165 (6.2)

Code: ACE experiments were run using Inte's IDEAL (not available). RLSC was written
usng MATLAB (one-liner), and dl cross-vdidation experimentation was done using

MATLAB (code not available).

Keywords: embedded feature sdlection, gradient boosting trees, artificid contrast
variables, Regularized Least Squares Classfier (RLSC) with Gaussan kernels,
hyperparameter grid-search,10-fold cross vaidation.




