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Method:

We condder severd modds, which employ gradient-based method as a core optimization
tool. Experimental results were obtained in a red time environment during WCCI-2006
Performance Prediction Chdlenge. None of the modes were proved to be absolutely best
agang dl five datasets. Furthermore, we can exploit the actua difference between different
models and create an ensemble system as a complex of the base modds where the balances
may be regulated using specid parameters or confidence levels.

Ovefitting is a usud problem in the dtuation when dimendon is comparable with sample
dze or even higher. Usng mean-variance filtering we can reduce the difference between
training and test results Sgnificantly consdering some festures as anoise.

Results:
In the chdlenge we rank 17" s a group and our best entry is Vivall according to the average
rank computed by the organizers.

Our best entry The challenge best entry
Dataset Test Test BER Guess Test Test BER Guess
AUC BER guess error AUC BER guess error
ADA 0.8225 0.1851 0.165 0.0201 0.8304 0.1696 0.155 0.0146
GINA 0.9403 0.0566 0.05 0.0066 0.9639 0.0361 0.0388 0.0027
HIVA 0.6588 0.3536 0.245 0.1086 0.7129 0.2871 0.27 0.0171
NOVA 0.9474 | 0.0507 0.05 0.0007 0.9542 0.0458 0.0503 0.0045
SYLVA 0.9644 | 0.0212 0.012 0.0092 0.9937 0.0063 0.0058 0.0005
Overall 0.8667 0.1334 0.1044 0.029 0.891 0.109 0.104 0.0079
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