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Outline

PLS
- Please Listen to Svante Wold
- Partial-L east Squares
- Projection to Latent Structures
Kernel PLS (K-PLS) / OWLEDCE \
- cfr Kernel PCA
- Kernel makes PL S model nonlinear / INFORMATION \
- Regularization by selecting small nu
Direct Kernel PLS / DATA \
- Direct Kernel Methods
- Centering the Kernel

Feature Selection with Analyze/StripMiner
- Filters. Naive feature selection: drop “cousin features’
- Wrappers. Based on sensitivity analysis
=> literative procedure
=> Training set for feature selection used in bootstrap mode

il il



Chemaometrics and
intelligent
laboratory systems
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LSEVIER Chemometrics and Intelligent Lahoratory Systems 5§ (2001) 109-130
www elsevier.com /locate /chemometrics

PLS-regression: a basic tool of chemometrics

Svante Wold -*, Michael Sjistriim *, Lennart Eriksson"

* Researeh Group for Chemomeiries, Tsinie of Chemismy, Dimed Dnizersiny, SE-901 87 Uned, Swedan
" tinerrics AB, Box 7960, SE-907 19 Limed, Sweden

Abstract

PLS-regression (PLSR) is the PLS approach in its simplest, and in chemistry and technology, most used form {(two-block
predictive PLS), PLSR i3 a method for relating two data matrices, X and Y, by a linear multivanate model, but goes beyond
traditional regression in that it models also the structure of X and Y. PLSR denives its usefulness from its ability to analyze
data with many, noisy, collinear, and even incomplete variables in both X and Y. PLSR has the desirable propenty that the
precision of the model parameters improves with the increasing number of relevant variables and observations.

This article reviews PLSR as it has developed to become a standard tool in chemometrics and used in chemistry and
engineering. The underdying model and its assumptions are discossed, and commonly vsad diagnostics are reviewed together
with the interpretation of resulting parameters,

Two examples are used as illustrations: First, a Quantitative Strocture—Activity Relationship UQSAR) /Quantitative Struc-
ture—Property Relationship (QSPR) data set of peptides is used o outline how to develop, interpret and refine a PLSRE model,
Second, a data set from the manufacturing of recveled paper is analvzed to illustrate time series modelling of process data by
means of PLSR and time-lageed X-varables, © 2001 Elsevier Science BV, All rights reserved.

Kevword:: PLE; PLSR; Two-block predictive PLE; Labent wariables, MMultivariale analysis




Kernel PLS (K-PLS)

e Direct Kernel PLSisPLSwith thekernel transform as a pre-processing step
- K-PLS = “better” nonlinear PLS

- PLS = “better” Principal Component Analysis (PCA) for regression

 K-PLSgivesalmost identical (but more stable) resultsasSVMs
- Easy to tune (5 latent variables)

- Unlike SVMsthere is no patent on K-PLS

 K-PLStransformsdatafrom a descriptor spaceto a t-score space
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|mplementing Direct Kernel Methods

Data set

(2222

Training Mode

Kernel (zx=#)
E, &k, .. K,
'n'-‘il 'II'-‘E‘E R?n]

E, k., .. &k,

K“-"" =

K?!?! {8} ‘I:{::I?! = ;?!
Prediction Mode

i, @ ﬁn = J_} predicted
Linear Model:
- PCA model
- PLS modd
- Ridge Regression
- Self-Organizing Map



Scaling, centering & making the test kernel centering consistent

Training Data

—>

M ahalanobis-scal ed
Training Data

=

M ahalanobis
Scaling Factors

Kernel Transformed
Training Data

—>

Centered
Direct Kernel
(Training Data)

l/v

Vertical Kernel
Centering Factors

Test Data [—»

M ahalanobis-scal ed
Test Data

Kernel Transformed
Test Data

Centered
Direct Kernel
(Test Data)




Docking Ligandsis a Nonlinear Problem

Drug Design an pervised Learning
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Electron Density-Derived TAE-Wavelet Descriptors

Surface properties are encoded on 0.002 e/aus surface
Breneman C.M. and Rhem, M. [1997] J. Comp. Chem., Vaol. 18 (2), p. 182-197

Histograms or wavelet encoded of surface properties give Breneman's
TAE property descriptors
44 | \'\

10x16 wavelet descriptore
Histograms y ‘\_\
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Data Preprocessing

 Data Preprocessing for Competition
- data centering
- to normalize or not? (no)

» General Data Preprocessing |ssues.
- extremely important for the success of an application
- if you know what the data are you can do smarter preprocessing
- drop features with extremely low correlation coefficient and sparsity
- outlier detection and cherry picking?

e i

Jact Acknowledgment: C. Breneman



Feature Selection

* Why feature selection

- explanation of models
- simplifying models
- Improving models

 Naive feature selection (filters):

- drop all features that are more than 95% correlated but one
- drop features with less than 1% sparsity (binary features)
- drop features with extremely low correlation coefficient

» Sengitivity analysis for feature selection (wrappers)

- make moddl (e.g., SVM, K-PLS, neural network)

- keep features frozen at average

- tweak all features and drop 10% of the least sensoitive features
=> boostrap mode
=» random gauge parameter

e Note: For most competition datasets we could find an extremely

small feature set that works perfect on training date, but did
not generalize to validation data.



Bootstrapping: Model Validation

DATASET

Test set

Bootstrap sample k

Predictive
Model

Validation l

Learning Tuning / o
Model Prediction Prediction




Caco-2 — 14 Features (SVM)

= Each star
& X % represents a
descriptor

= Eachrayis a
a.don DRNB10 PEOE.VSA.FNEG BNPB31 separate
bootstrap

% gﬁé e% % *» The area of a
star represents
the relative
importance of

KB54 ABSDRNG ABSKMIN FUKB14 that descriptor
= Descriptors

shaded cyan
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negative effect

= Unshaded ones
have a positive
effect
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Conclusions

» Thanks to competition organizers for a challenging and fair competition
» Congratulations to the winners
« Congratualtionsto those who ranked in front of me



